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COMPARISON OF DOSE DISTRIBUTIONS MEASURED WITH DIFFERENT DETECTORS
IN LARGE AND SMALL RADIATION FIELDS

The study investigates the dose distributions in large (10 cm x 10 cm) and small (1 cm x 1 cm) radiation fields,
comparing calculated and measured data using two detectors. Special attention is given to the impact of source occlusion
in small fields and the phenomenon of penumbra overlap, as predicted by theoretical models. Small radiation fields,
crucial in clinical radiation therapy, present unique challenges in dosimetry due to these effects. The results highlight the
discrepancies between large and small fields, emphasizing the importance of precise measurement and the limitations of

current dosimetric equipment in small-field applications.
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1. Introduction

Small field dosimetry presents unique challenges
distinct from those encountered in broad beam
dosimetry. The deviations arise due to the loss of
lateral charged-particle equilibrium (LCPE), partial
source occlusion, and the limitations of existing
detector technologies. These issues critically affect
dosimetric accuracy, impacting clinical outcomes and
treatment planning system (TPS) data reliability. This
article examines these challenges, with particular
emphasis on source occlusion, penumbra overlap, and
detector-related limitations.

A radiation field is classified as small when its
dimensions are less than the lateral range of charged
particles, leading to a loss of LCPE.

The IAEA TRS-483 [1] defines specific criteria to
identify small fields. There should be a loss of LCPE
on the beam axis, partial occlusion of the primary
photon source by the collimating devices on the beam
axis, and the size of the detector should be similar to
or larger than the beam dimensions. The first two
characteristics are beam related, while the third one is
detector-related for a given field size. All three of
these conditions result in overlap between the field
penumbrae and the detector volume.

Achieving charged-particle equilibrium becomes
critical; for this, the full-width at half-maximum
(FWHM) of the field must exceed twice the lateral
charged-particle range plus the detector’s boundary
distance to the field edge (Fig. 1).

Partial source occlusion occurs when the source
size and beam geometry lead to overlapping penum-
brae in small fields. This has several dosimetric con-

sequences. The actual field size, as determined by
FWHM, can deviate from the nominal collimator-
defined field size, complicating TPS data. Machine
output decreases as the beam spot becomes partially
occluded (Fig.2). Smaller fields reduce head and
phantom scatter, filtering out low-energy photons and
increasing the mean energy. Studies, such as [2],
underline the significant impact of these effects on
clinical dosimetry.
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Fig. 1. To achieve charged-particle equilibrium, the
condition FWHM > 27, cpg + d must be met, where d is
the diameter of the ionization chamber. (See color
Figure on the journal website.)

Detectors designed for broad beams often under-
perform in small fields due to the following limitations.
Ionization chambers, the backbone of radiation therapy
dosimetry, average signals over their volume, which is
problematic in high-dose gradient regions [3]. These
chambers require significant corrections to account
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Penumbra dose profiles at CPE

Field dose profiles
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Fig. 2. Illustration of penumbra overlapping in small field dosimetry. The blue arrows represent the collimator-defined
field size, while the red dashed arrows show the resulting actual field size due to penumbra effects. (See color Figure

on the journal website.)

for fluence perturbations and non-uniform dose dis-
tributions around the sensitive volume. To reduce dis-
turbances and averaging effects, chambers need to be
small enough to avoid significant interference, while
still maintaining sufficient sensitivity for accurate
measurements. Solid-state detectors, such as silicon
diodes and diamond detectors, offer advantages such
as smaller sensitive volumes and higher spatial reso-
lution. However, their performance is affected by
material properties, requiring substantial correction
factors to achieve dosimetric accuracy.

In clinical practice, array detectors such as
MatriXX Evolution are commonly used for treatment
plan verification and, when the sensitive volume of an
individual detector element is smaller than the radia-
tion field size, they can also be applied to small-field
measurements. Nevertheless, their spatial resolution
is essentially limited by the size and spacing of the
detectors. For studies requiring significantly higher
spatial resolution — two to three orders of magnitude
greater — micro-pixel detectors offer a more suitable
alternative. Examples include the PantherPix hybrid
pixel y-ray detector [4], the TimePix metal micro-
detector [5], and the PILATUS single-photon coun-
ting pixel detector [6].

The Bragg-Gray cavity theory and related formu-
lations assume charged-particle equilibrium and
small, independent perturbation correction factors. In
small fields, these assumptions often break down. The
fluence in the medium differs from that in the detector
due to variations in mass stopping powers and design-
related factors, such as high-Z materials surrounding
the sensitive volume. Correction factors in small
fields can reach up to 10 %, significantly affecting
dose accuracy. Monte Carlo (MC) simulations have
proven invaluable in modeling these effects, enabling
better understanding and quantification of perturba-
tion factors.
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In broad beams, field output factors are typically
calculated as the ratio of detector readings in clinical
and reference fields. This approach fails in small
fields due to the non-constancy of stopping power and
perturbation ratios [7]. The concept has been rede-
fined to incorporate MC-calculated or experimental
correction factors to ensure accurate dose ratios
between small and reference fields. The IAEA
TRS-483 report emphasizes these corrections,
providing guidelines for reliable dosimetry in small
fields, including recommendations on suitable detec-
tors and their calibration.

Small field dosimetry is fundamentally complex,
with significant challenges coming from source
occlusion, penumbra overlap, and detector limita-
tions. While solid-state detectors address some of
these issues, the accurate quantification of perturba-
tion factors remains crucial. The adoption of
MC-simulations to protocols like [1] can enhance
dosimetric precision, ultimately improving clinical
outcomes in radiotherapy. Further research and deve-
lopment of novel detectors specifically designed for
small fields are essential to address existing gaps and
advance the field of radiation therapy dosimetry.

2. Experimental measurements
2.1. Methodology

A plan was developed using the Eclipse TPS
(Varian, version 16.1). A photon beam was delivered
by a Varian TrueBeam STx linear accelerator
equipped with a multileaf collimator for beam sha-
ping. The gantry and collimator angles were set to 0°.
Two field sizes were investigated: a standard
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10 cm x 10 cm field and a small 1 cm x 1 cm field.
For both cases, the dose prescribed was 9 Gy, and the
Acuros XB algorithm calculated the particle fluence
required to deliver this dose to a depth of 5 cm within
a heterogeneous medium. The radiation fields were
created using 6 MeV photon beams with a flattening
filter (WFF).

The Acuros XB (eXtended Boltzmann) algorithm
is a deterministic dose calculation method that solves
the Linear Boltzmann Transport Equation to accu-
rately model radiation transport [8]. Unlike traditional
algorithms, it explicitly considers tissue heterogenei-
ties and material composition, offering improved pre-
cision in small-field and heterogeneous geometries. It
calculates dose by directly modeling the physical
interactions of photons and electrons with matter,
rather than relying on empirical dose kernels or
simplified assumptions.

2.2. Equipment
2.2.1. Gafchromic EBT3

A RW3 Slab Phantom was used to reproduce
tissue-equivalent properties. Gafchromic EBT3 film,
characterised by high spatial resolution (up to 25 pm)
and energy independence for photon energies above
100 keV, was employed to measure dose distribution
[9]. The phantom and film were arranged as follows:
three RW3 slabs, each 1 cm thick, were placed below
the EBT3 film to account for backscatter effects from
the treatment couch (Fig. 3). Five RW3 slabs, each
1 cm thick, were placed above the film to simulate a
measurement depth of 5 cm. The entire setup was
scanned using a Siemens Healthineers CT scanner.
The scan data provided Hounsfield Units (HU) for the
materials, which were subsequently converted into
material densities for use in the simulation.

A multileaf collimator system on the Varian
TrueBeam STx was used to shape the radiation fields
(Fig. 4).

Gafchromic

] EBT3 film

Fig. 3. Setup for dose distribution measurement using Gafchromic EBT3 film in an RW3 Slab phantom:
illustration of backscatter and measurement depth simulation. (See color Figure on the journal website.)

Unlike jaw collimation, a multileaf collimator
enables greater flexibility in defining irregular or
small fields. The TrueBeam STx is equipped with a
high-precision multileaf collimator, capable of
achieving a leaf positioning accuracy of less than
1 mm [10]. The overlapping penumbrae of adjacent
leaves and the finite leaf width significantly influence
dose distributions, particularly in small fields such as
lcmx 1 cm.

Comparisons were made between theoretical
aspects described in [1] and the measured dose pro-
files. Particular attention was given to the following
phenomena: source occlusion, observed as attenua-
tion in the central axis dose due to partial multileaf
collimator coverage of the source; penumbra overlap,
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studied to understand its contribution to dose uni-
formity and gradient steepness in small fields; and
loss of LCPE, quantified to evaluate its impact on
dose accuracy in the 1 cm x 1 cm field.

The CT scan was performed with a slice thickness
of 3mm, ensuring high-resolution imaging for
accurate HU-to-density conversion. The Siemens
Healthineers scanner’s advanced reconstruction
algorithms ensured precise characterisation of material
properties, which is critical for dose calculations.

Gafchromic EBT3 film has a thickness of
0.28 mm, a dynamic dose range up to 40 Gy, and
water equivalence for photon energies. The RW3
Slab Phantom is a tissue-equivalent material with a
density of 1.045 g/cm’.
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025 ¢m
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0.5 cm

Fig. 4. Radiation fields of 1 cm x 1 cm and 10 cm x 10 ¢cm shaped by the TrueBeam’s multileaf collimator. The central
leaves have a thickness of 0.25 cm, while the peripheral leaves are 0.5 cm thick, ensuring precise field shaping for
small and large radiation field sizes. (See color Figure on the journal website.)

2.2.2. MatriXX Evolution the detector for use, it was first scanned with a Siemens
MatriXX Evolution detector. a product of IBA Healthineers CT scanner to obtain Hounsfield unit
. o > @b . data. These Hounsfield unit values were then conver-
Dosimetry, was utilized as the second detector to verify . . o s )
dose profiles from 1cm x 1 cm and 10 cm x 10 cm ted 1nto. material dens.ltles for use in 51mulat101'1s.
radiation fields during this measurement. This detector ?u rm(gl thi h§xperln}ep;11 MtatrlXX. tklf Volgtlor}t Wai
is designed with 1020 ionization chambers arranged in posttione 3 within-a minirhantom with a density o
a high-resolution two-dimensional grid, each chamber 1.03 g/cm’ to simulate realistic treatment conditions
spaced approximately 7.6 mm apart [11]. To prepare (Fig. 5).

The chambers are arranged in a 32 x 32 grid.
The distance between the chambers is 7.62 mm.

| — -

a

Fig. 5. @ — A miniPhantom with a density of 1.03 g/cm® to simulate realistic scatter and attenuation conditions.
b — MatriXX Evolution detector consists of 1020 ionization chambers uniformly distributed across an area of
24.4 x 24.4 cm?. The device also incorporates a buildup material on top, which is 6 mm of ABS Tecaran (a terpolymer
and an amorphous resin). (See color Figure on the journal website.)
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MiniPhantom ensured appropriate scatter condi-
tions, accounting for both backscatter and attenuation
effects. The detector’s output was analyzed to assess
the accuracy of dose delivery, with measurements
compared against the calculated dose distributions.

3. Results
3.1. Analysis of dose profiles using EBT3 film

Using the TPS, the dose plane was exported for
comparison. To match the film’s high resolution, the
calculated dose distribution was exported from the
TPS with the finest resolution available. Python code
was employed to align and compare the calculated
and experimentally measured 2D dose distributions.

To ensure a meaningful comparison, the dose
profiles obtained from the Gafchromic EBT3 film and

10 cm x 10 cm
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those calculated by the TPS were normalized. The
normalization was performed using the equation:

— ] — I min ( 1 )
normalised I >
max — * min

1

where / represents the intensity or dose value at a given
point, I, is the minimum intensity value, and . is
the maximum intensity value within the profile. This
method scales the profiles between 0 and 1, ensuring a
consistent baseline for comparison and highlighting
spatial differences in the dose distributions.

Horizontal dose profiles were extracted from the
films for the 1 cm x 1 cm and 10 cm x 10 cm fields.
Comparisons were made between the calculated and
measured profiles for each field size, providing
insights into the accuracy and reliability of the TPS
and Acuros XB calculations (Fig. 6).
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Fig. 6. Comparison of dose profiles: the calculated curve from the TPS
and the measured curve from the Gafchromic EBT3 film. (See color Figure on the journal website.)

The comparison between the dose profiles calcu-
lated by the TPS and those measured with the Gaf-
chromic EBT3 film revealed a mean relative error
(MRE) of 49.97 %. This deviation was calculated
using Python, where the relative differences between
the two profiles were determined at each correspon-
ding data point. The MRE was computed using the
equation:

1J Lrpsi =L pimi
MRE:_ Sl um,
NZ

i=1

100%,  (2)

I TPS.i

where Irps; and Irim; are the dose values at the i-th
point for the TPS and film profiles, respectively, and
N is the total number of points.

The equation for the standard deviation between
two curves can be represented as follows:

1 ¥ 2
G:\/_Z(ITPS,i_IFilm,i) . 3

NI

Comparative values for the two curves, including
the MRE and the standard deviation, are presented in
the Table.
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Comparison of 10 cm x 10 cm and 1 cm x 1 cm
dose profiles: MRE and standard deviation

lcmx 1 cm
50 %
0.38

10cm x 10 cm
55%
0.21

Statistical parameter
MRE
Standard deviation

3.2. Analysis of dose profiles
using MatriXX Evolution

The MatriXX Evolution detector, with its ioniza-
tion chamber resolution of 7.62 mm, demonstrated
limitations in accurately measuring the dose profiles
of the 1 cm x 1 cm radiation field. The detector’s
resolution, insufficient to capture the steep dose gra-
dients of such a small field, contributed to significant
volume-averaging effects. These effects resulted in a
broader profile. Upon analyzing the measurements, it
was observed that the actual radiation field size was
approximately 14.4 mm instead of the programmed
10 mm (Fig. 7). This discrepancy was confirmed by
both Acuros XB calculations and MatriXX Evolution
measurements.
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Fig. 7. Comparison of dose profiles: the calculated curve from the TPS and the measured curve from the MatriXX
Evolution. As shown by the red arrows on the right plot, the measured field size was 14.4 mm, exceeding the
programmed field size of 10 mm. (See color Figure on the journal website.)

The finite size of the radiation source and the
mechanical characteristics of the multileaf collimator
caused an overlap of penumbrae, which increased the
effective field size. From a nuclear physics perspec-
tive, this phenomenon arises due to the spatial distri-
bution of photon fluence near the field edges, where
secondary scatter contributions and photon attenua-
tion gradients dominate. These effects are particularly
pronounced in small fields, where the LCPE is dis-
rupted, further magnifying deviations between the
programmed and actual field sizes.

4. Discussion

From a physical perspective, the partial source
occlusion changes the spatial distribution of photon
fluence within the field. The overlap of penumbrae
results in non-uniform beam intensities, which are
highly sensitive to the size of the radiation source and
the mechanical accuracy of the multileaf collimator.
This phenomenon is further influenced by beam har-
dening effects, where the reduced scatter contribu-
tions in smaller fields lead to an increase in the mean
photon energy. Consequently, the spectral energy dis-
tribution impacts the dose deposition patterns, mag-
nifying the deviations observed in the experimental
measurements.

Ref. [1] also highlights the dependence of these
effects on the lateral range of charged particles, as the
loss of LCPE becomes significant in small fields. The
reduced equilibrium amplifies the perturbation
effects near the penumbra, further complicating accu-
rate dose measurements. These insights emphasize
the need for scrupulous calibration and careful con-
sideration of source occlusion effects when validating
dose profiles in small radiation fields.

5. Conclusions

The study evaluated the accuracy of dose profiles
for 10cm x 10 cm and 1 ¢cm x 1 cm photon fields
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using Gafchromic EBT3 film and MatriXX Evolution
detectors. A significant MRE of 49.97 % was
observed between the calculated and measured pro-
files, highlighting the challenges in achieving dosi-
metric precision in small photon fields. Differences in
the penumbra regions, linked to partial source occlu-
sion effects described in [1], further underscored the
impact of beam geometry and spectral energy distri-
bution on dose accuracy.

The analysis showed that accurate dose distribu-
tion measurements require careful normalization and
high-resolution detectors. The Gafchromic EBT3
film’s superior spatial resolution enabled a detailed
comparison, while the MatriXX Evolution provided
reliable data for larger-scale dose verification.
However, the MatriXX Evolution’s resolution of
7.62 mm, combined with the volume-averaging effect
of its ionization chambers, limits its applicability for
small field dosimetry. These limitations result in a
reduced ability to capture steep dose gradients,
making the detector less suitable for fields smaller
than the chamber dimensions.

To minimize deviations, it is recommended to
incorporate Acuros XB simulations into treatment
planning and to select detectors with appropriate
resolution and calibration for small photon field
dosimetry. Future work should focus on optimizing
detector designs and addressing perturbation factors
to improve agreement between calculated and
measured dose profiles. This study reinforces the
importance of following established protocols, such
as [1], to enhance the accuracy and reliability of dose
measurements in radiotherapy.
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IOPIBHAHHS 1O30BUX PO3IIOALTIB, BUMIPAHUX PISHUMU NJETEKTOPAMUA
Y BEJIMKHUX TA MAJIUX PAATAIIMHUX MTOJIAX

JocnimkeHHs TOpiBHIOE 1030B1 po3noaiy y Benukux (10 cm x 10 cm) Ta Manux (1 cM x 1 cM) pagiamiiHuX MOJsX,
MTOPIBHIOIOYH PO3PAaxXyHKOBI Ta BUMIPsHI JaHi 32 JONMOMOTOIO ABOX Pi3HHUX JeTeKTopiB. Oco0nrBa yBara mpUAiIsSEThCS
BILUIMBY OKITIO3i1 JXKepesia B MaJluX MOJISIX Ta SIBUILY HAKJIaJCHHS MiBTIHEH, sIK nependadatoTh TeopeTudHi Mozeni. Maii
pajianiiiHi Mous, IO MAalOTh BEJMKE 3HAYCHHS B KIIHIUHIA pamianiiHiii Tepamii, CTBOPIOIOTH OCOOJMBI TPYAHOIII B
J03UMeTpii yepes i eekTH. Pe3ynbraTy miaKpeCIoTh pO301KHOCTI MK BEIMKAMH Ta MAJTUMH MOJISIMH, aKIICHTYOYH
Ha Ba)KJIMBOCTI TOYHHMX BUMIPIOBaHb Ta OOMEKEHHSIX CyYacHUX JAO3UMETPUYHUX METOJMK Y 3aCTOCYBaHHI 0 MaJlMX
TOJIIB.

Kniouosi crosa: npoMeHeBa Tepartisi, KOHTPOJIb SIKOCTI, IETEKTOPH, paJioXpOMHa IUTIBKa, JIHIMHUA MPUCKOPIOBaY,
crcTeMa IJIaHyBaHHsI JTIKyBaHHS, PO3MOALT JO3H.
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